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Abstract 
Agriculture is a rich source to meet growing food demand of increasing population. To protect the food for 

the overall population, it is important to predict crop diseases at the onset. This study is aimed to inform 

farmers about emerging technologies to reduce crop diseases. Approaches related to computer vision can 

detect those diseases in most common vegetables like tomatoes. This study proposes the most accurate 

algorithm to detect crop diseases as per early symptoms.  
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1. Introduction  

Advanced technologies have enabled production of 

sufficient food to meet the growing demand. Crop 

safety and security is still a major concern. Factors 

like crop diseases, changing climate, reduced 

pollinators, etc. are troubling the farmers. It 

becomes important to address those challenges 

(Krithika & Veni, 2017; Prakash et al., 2017).  

Analysis and detection with the latest technology 

can help farmers to avoid those problems. In this 

day and age, several latest technologies have helped 

in preventing diseases to the crops (Prakash et al., 

2017; Mishra et al., 2017; Pooja et al., 2017). Plant 

diseases are known to be the major threat to public 

health and lives as they may cause famines, 

droughts, and epidemics. These diseases can cause 

significant losses to farmers. This way, 

technologies like Machine Learning can help 

prevent crop diseases (Yu et al., 2020). Some 

researchers and scientists have observed key 

challenges to analyze crop diseases –  

 High quality image is required for processing  

 Dataset must be publicly available 

 Leaf samples may be affected by noisy data 

 Leaves’ color changes in different 

environments  

 Samples should go through proper testing to 

identify diseases in segmentation  

 Different crops may have different diseases. 

So, it will not be easy to detect diseases.  

 Another major challenge is classification of 

leaf disease.  

 

To address those challenges, the model proposed in 

this study would combine machine learning with 

image processing (IP) for better accuracy.  

 

2. Literature Reviews  

Krithika & Veni. (2017) detected leaf disease on 

cucumber leaves by image resizing, color-space 

conversion, and contrast enhancement using 

multiclass SVM. They performed K-Means 

clustering for feature extraction and segmentation 

with GLCM.  Narmadha & Arulvadivu (2017) used 

digital cameras to capture images and enhanced 

images using median filters. They used SVM for 

classification and segmentation is done using K-

Mean clustering.  

Segmentation is performed by Pooja & Kanchana. 

(2017) to detect the infected region, i.e., area of 

interest. It is performed with the K-Means 

clustering model. RGB is converted into HIS with 

Otsu’s detection. Later, spot and boundary 

detection are performed using segmentation. Gupta 

et al. (2017) used normalization and contrast 

adjustment for image pre-processing. They 

converted and transformed the color into YCBCR 

and performed Bi-level thresholding. The HMM 

and GLCM are used for feature classification and 

extraction (Yu et al., 2021).  

Dhaware & Wanjale (2017) segmented image of 

crop for backdrop subtraction. They conducted the 

classification approach with ANN, SVM, and KNN 

approaches. KNN classified the samples with 

closest distance among testing and trained subjects 

(Esmaeel, 2018). Singh et al. (2017) took samples 

of beans/rose (to detect bacterial infection), banana 

leaves (to detect early scorch), lemon leaves (to 

detect sunburn), and beans (to detect fungal 

infection) captured with a digital camera. They got 

segmented imaging with a genetic model. They 

adapted color co-occurrence for extracting features 

from segmented pictures. They also used the SVM 

classifier and “Minimum Distance Criterion” for 

classification. They have achieved 97.6% accuracy.  

 

2.1 Research Gap 

A lot of studies have been conducted to detect leaf 

diseases using various approaches over the years 

and they have constantly attracted attention of 

researchers to do further studies. This study uses 

computer vision to detect crop disease infection 

with the combination of image processing and 

machine learning.  
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2.2 Research Question 

 How to detect crop disease using computer 

vision?  

 

2.3 Research Objective 

 To propose ML and IP based model to detect 

crop disease using computer vision  

 

3. Research Methodology 

To fulfill the research objectives, this study uses 

secondary data collected from relevant studies to 

propose the model based on ML and image 

processing methods to detect leaf diseases. In the 

model which combines CNN, GLCM, PCA, and 

DWT, tomato samples have been considered with 6 

disorders to determine the accuracy and classify the 

same as Healthy/Unhealthy (Figure 1). Tomato 

samples are resized for image processing to 

256x256 pixels to retain equal size.  

 

Figure 1 – Machine Learning model for image processing using Computer Vision 

 
Source – Harakannanavar et al. (2022) 
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4. Analysis of Study  

Yu et al. (2021) and Vadivel & Suguna (2022) 

considered tomato leaves for the village database. 

Those plants were infected with different diseases. 

They took pictures of tomato leaves with 6 

disorders to detect leaf disease. Figure 2 illustrates 

the leaf samples in the database. 

  

Figure 2 – Diseases detected in tomato leaves 

 
Source - Yu et al., 2021; Vadivel & Suguna, 2022 

 

4.1. Preprocessing 

K-means clustering was applied on leaf pictures to 

detect the infected area (Esmaeel, 2018; Nagashetti 

et al., 2021; Arya et al., 2018). This model can get 

the data center of the picture, make the clusters, and 

calculate the distance from other clusters. Figure 3 

illustrates leaf samples after using K-means 

clustering (Chandrasekaran et al., 2021). 

  

 

Figure 3 – Leaf samples after applying K-means clustering 

 
Source – Chandrasekaran et al. (2021) 
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On digital leaf samples, contour tracing is done to 

extract the overall data of their shape (21,22). The 

characteristics of the contour are analyzed and used 

to perform pattern classification. It is usually 

helpful to determine the efficiency of the process of 

feature extraction (Chandrasekaran et al., 2021). 

Figure 4 illustrates the images of contour tracing.

  

Figure 4 – Sample after performing contour tracing 

 
Source – Hossain et al., 2018; Zhang et al., 2021 

 

4.2. Feature extraction  

Nema & Dixit (2018) performed “Discrete Wavelet 

Transform (DWT)” on tomato samples to gather 

more important features. It decomposes into higher 

frequency (HH) and lower frequency components 

and their sub-bands. Maximum data is available for 

the LL part of DWT as compared to the HH part of 

DWT (Figure 5). 

  

 

Figure 5 – Discrete Wavelet Transform Decomposition 

 
Source - Nema & Dixit (2018) 
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4.3. Classification of Samples  

CNN, SVM and KNN are machine learning 

techniques used to classify the leaf samples. CNN 

is used for data processing and its architecture 

consists of “output layer (OL), input layer (IL) and 

hidden layer (HL)” (Gharpankar, 2020; Saleem et 

al., 2020; Pushpa et al., 2021). The HL consists of 

the RELU layer (for activation and pooling of 

data), convolutional layer, and normalization layer 

(Kaleem, 2021; Vadivel & Suguna, 2022). It has 

cross correlation architecture instead of convolution 

for indices in the matrix (Devi, 2021). Figure 6 

illustrates a typical 3-layer neural network.  

Figure 6 – A Neural Network with 3 layers 

 
Source - Harakannanavar et al. (2022) 

 

5. Results  

In the village dataset, the tomato leaf samples are 

considered for evaluating the model proposed by 

Harakannanavar et al. (2022). They took 100 

samples of heavy leaf for testing the model, which 

identified 99 samples with 99% accuracy. The 

model identified 100 samples with 100% accuracy 

in the 100 tomato samples infected with Mosaic 

virus. The model came up with 100% accuracy in 

leaf mold. The model achieved 99% accuracy in 

100 yellow curl samples. In the same way, 99% and 

100% accuracy has been achieved in “Spotted 

spider mite” and “Target Spot” samples, 

respectively. Overall, researchers have tested 600 

tomato village dataset samples on the model and 

99.5% accuracy has been achieved.  

 

The researchers have tested and trained dataset 

samples for validating the model. They 

recommended the following software and hardware 

requirements for sample testing –  

OS – Windows 10 

Language – Python 

Core – Nvidia GPU 

Dataset – Tomato village dataset samples  

Libraries – OpenCv, Image data generator, NumPy, 

Tensorflow, Mat plot 

 

The overall performance of the model is evaluated 

using parameters like F1 score, Recall, and 

Precision. Overall, 600 samples have been used to 

test the proposed model on the dataset of tomato 

leaf disease. Figure 9 compares the same with other 

models.

  

 

Figure 9 – Comparing Proposed model with other existing models 

 
Source - Harakannanavar et al. (2022) 
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Harakannanavar et al. (2022) compared the 

proposed model with other algorithms and found 

99.09% accuracy of the proposed model, i.e., better 

than other existing models. Using ML classification 

and computer vision, the proposed model is 

compared with methodology suggested by Kanabur 

et al. (2020), Hossain et al. (2018), and Vadivel & 

Suguna (2021). The accuracy achieved is better in 

the proposed model in comparison to other models.  

 

6. Conclusion  

Computer vision techniques have been proposed in 

this study for RGB conversion to gray. In pre-

processing, contour tracing and clustering are used. 

The researchers have also proposed “Principal 

Component Analysis, Discrete Wavelet Transform, 

and GLCM” to gather the data of leaf samples. 

Machine learning models like CNN, SVM, and K-

NN can differentiate Healthy/Unhealthy leaves. 

The proposed model can be analyzed with CNN 

technique and researchers can achieve the desired 

accuracy. In future, fusion techniques can be 

employed to further improve the proposed model to 

extract more important features and examine other 

crop samples.  
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